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MPS or Marco as we used to call him

Figure : Marcel-Paul Schiitzenberger at Oberwolfach (1973)!

!Contrary to 1972 (Wikipedia)
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About MPS (or Marco)

Then, MPS was a master in many things, in particular within the
domain he created? : automata theory, transition systems, theory
of codes, varieties of languages all domains which eventually
revealed to be connected to representation theory, paths in
categories, Hopf algebras, quantum groups and modern physics.
He was regarded as an exceptionally creative combinatorialist?, and
the master of dynamic structures i.e. rigid structures with

e transformations (global, points)
e transitions (local, edges)
e evolution (global, points and edges)

And this in various domains and the two flavours : discrete
(automata, trees) and continuous (non-linear automatics). Today,
we will not touch the continuous realm as the forgotten algorithm

is simpler in its discrete version.

2Theoretical Computer Science

3].M. Gelfand, "who is regarded to be a prominent mathematician of the
20th century” said “Schiitzenberger is the best combinatorist of the world”.



NC-MPS paper/1

THE ALGEBRAIC THEORY OF CONTEXT-FREE LANGUAGES*

N. CHOMSKY
Massachusetts Institute of Technology

AND

M. P. SCHUTZENBERGER
Harvard University

1. LINGUISTIC MOTIVATION

We will be concerned here with several classes of sentence-generating
devices that are closely related, in various ways, to the grammars of both
natural languages and artificial languages of various kinds. By a language
we will mean simply a set of strings in some finite set ¥ of symbols called
the vocabulary of the language. By a grammar we mean a set of rules that
give a recursive enumeration of the strings belonging to the language. We
will say that the grammar generates these strings. (Thinking of natural

languages, we would call the generated strings sentences; in algebraic
4lener wwrass 14 Al ler laa Aallad cinwda acd tha crnnnlaalace: werasld

Figure : An algebraic model which can be useful for natural as well as for
artificial languages.



ing subclassification. This information can be represented by a diagram
such as (1):
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or, equivalently, by a labelled bracketing of the string, as in (2):

4 N\

(2)  [s [vp [pet those][4qs torn] [x books]][vr are [4p [p completely]
[4as worthless] ] ].

J

A major concern of the general theory of natural languages is to define
the class of possible strings (by fixing a universal phonetic alphabet); the
class of possible grammars; the class of possible structural descriptions;

(Marked) trees are equivalent to words with brackets and, in turn,
with words on an extended alphabet.

[s  [npPlpet those |pet[aqi torn JagiIn books [n]ne
[vp are [ap[p completely |p worthless Jap]ve. ]s. (1)
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[ﬁ About Wikipedia A few notions from formal language theory are in order. A context-free language is regular, if can be
i. Community portal described by a regular expression, or, equivalently, if it is accepted by a finite automaton. A
[ zz:;;changes homomorphism is based on a function j which maps symbols from an alphabet [" to words over

& BadS another alphabet ¥3; If the domain of this function is extended to words over " in the natural way, by
By oo letting h(xy) = h(x)h(y) for all words x and ¥, this yields a homomorphism h ; ['* — £*. A

What links here

ipf. matched alphabet T" ) T is an alphabet with two equal-sized sets; it is convenient to think of it as a
J - Related changes

set of parentheses types, where " contains the opening parenthesis symbols, whereas the symbols in

e Upload file == ¥ . p =
— e e T contains the closing parenthesis symbols. For a matched alphabet 7" ) T, the Dyck language Dy
A Permanent link is given by
T . = :
e Gienston ( Dr ={w e (TUT)" | wis a correctly nested sequence of parentheses } )
Wikidata item —
= Cite this page words that are well-nested parentheses over 7" |J T.
ﬁ. Print/export Chomsky-Schiitzenberger theorem. A language L over the alphabet ] is context-free if and
i Create a book only if there exists
LELERE CEER « a matched alphabet 7 |y T
Printable version
( a regular language R over T I )
Languages hod « and a homomorphism h : (T'U _)‘ S

6 #Add links
o] such that L = h(Dy N R).

Figure : The two ingredients of CST : well-balanced (correctly nested)
words and regular expressions. Dyck language Dt can be visualized by
means of Dyck paths.



Nested structure

[s [nve[petlDetladiladi [N In Ine [ve [ap [D 1D larlve s

Figure : Bracket structure of Chomsky-Schiitzenberger's example
[slnplpet those 1petlad; torn lagjln books Inlnplve are [ap[p completely ]p worthless Japlypls

The equational grammar of these correctly nested words is D = (EbeB bDl_a) D + & (where B is the subalphabet

of brackets).



Creation-Annihilation-processes/1
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Figure : As a remarkable surprise, one finds these very two ingredients in
combinatorial (quantum) physics (change of level from n to m).



Creation-Annihilation-processes /2
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This first phase (in black) has
code a language of brackets

<D+ + D(,n)>* the arches (inde-

composable words of brackets) p"

I(D+ + D(_"))*I (resp. D) correspond to negative
I ! (resp. positive) arches.



Creation-Annihilation-processes /2
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The first red step (a creation) occurs when

the path quits forever level n the other
ones (creations) occur when the path quits
forever level k (n < k < m — 1). Be-

il tween these steps, we find exactly the
I(DJr + D(_")) | same Dyck language as in Chomsky-
Schitzenberger's theorem.



Regular languages and finite state
machines

start — e

Figure : A simple finite-state automaton. Language recognized at state
(A) is (b+ ab)* i.e. words which factor into the blocks {b, ab} (this is a
“flower automaton” ), the “Sink” is a special non-return state and the
language recognized at (B) is (b + ab)*a. The language recognized by
{A, B} is the set of words which do not contain the factor a°>. One has
then (a+ b)* — (a+ b)*a?(a+ b)* = (b+ ab)*(a +¢).



A simple transition system : weighted
graphs

Figure : Directed graph weighted by numbers which can be lengths,time
(durations),costs,fuel consumption, probabilities (with conditions). This
graph is equivalent to a square matrix.



Holography begins : Layer automata
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graph) on the same graph.

Figure : A four letter multiplicity automaton on the alphabet
{a1, ap, a3, a4} each layer contains a transition structure (weighted



Multiplicity automata

c ) blBsc

clyce

Figure : A multiplicity three-letter automaton. Here, the set of states is
{A, B, C, D, E}, This automaton is equivalent to three layers of weighted
graphs (with initial and final states). This automaton has three transfer
(square 7x7) matrices (one per letter). As we know that weights multiply
in series and add in parallel, we replace the element ajaag by aaga and
get one (holographic) transfer matrix.



Words and paths/1

Let us take the simplest non-trivial example i.e. a two-state
automaton with weights (labels multiply along a path in series and
add along sets of paths with common source and target).

Remark : This is theoretically sufficient as one can encapsulate many structures within the labels ajj (as
rectangular stochastic matrices or control automata).

a2

any @ ax

arl

Figure : The generic transition structure over 2 states.

The transfer matrix is

a a
7= (m 12
a1 a2



Words and paths/2

Figure : The generic transition structure over 2 states.

If you compute its powers, you get the magic formula (ev stands
for “evaluation”)

T2 — 311311 + az1a12  aiidiz + a12a
a21d11 + azxaz1 aziai2 + axazz

= <Z|P:2,P11*>l ev(p) Z|p\:2’p:1%2 ev(p))

|p|=2,p:2—1 ev(p) Z|p\:2,p:2—>2 ev(p)

CTm - <Z|p_m,ev(p):1—>lev(p) Z|p|_m,p:1—>2ev(p))

|p|l=m,p:2—1 ev(p) Z|p|:m,p:2%2 ev(p)



Paths and loops lemma

Taking the coefficients as formal, one can prove that you can
evaluate all the paths by the formula

T = [_|_T_|_T2_|_...Tk...
_ (a11 + a1zab,a01)* (a11 + a1zab,a21)* a12 a5,
(a22 + a2137;212)" az1 a3 (a2 + az1aj;a12)*

An this holds for all size of automata using the block-product.



What is required to multiply matrices
(diagrammatic proofs)

So, if we want to be creative, we must question the limits of this
model in order not to confine to conventional weights
(probabilities, lengths etc.). The question is

Q) If the weights multiply in series and add in parallel what are the
rules they must follow ?



What is required to multiply matrices

(diagrammatic proofs)/products
Q) If the weights multiply in series and add in parallel what are
the rules they must follow ?

O & O O

On & O ®

Figure : Associativity of products : Evaluating two ways the path 1 — 4
(pI’OdUCtS) yields (212223)234 = d12d23d34 = 812(823834)



What is required to multiply matrices
(diagrammatic proofs)/sums

a2
b12
a2
ai2

C;g b12 E
C12 @

Figure : Associativity (and commutativity) of the sum : Evaluating two
ways the paths 1 — 2 (products) yields
(812 + b12) + C1p = a1 + b12 + Ci1p = app + (b12 =+ C12) There is also a

zero (neutral, disconnection) and the sum is commutative (the order of
computation is not relevant).



What is required to multiply matrices
(diagrammatic proofs)/distributivities

b3

O—— ©
€23

ain
@O—"—0)
b1»

Figure : Distributivity of the product over the sum : Evaluating the set of
paths 1 — 3, one gets (upper part) a12(bas + ¢23) = a12b23 + a1pc3 and
(lower part) (a12 + b12)cos = a12¢3 + b2z



Conclusion

A structure (K, ®, ®) which fulfils these identities is called a
semiring. Many of them were created for mathematics and for
computer science classical rings of numbers and matrices,
(max,+), (min,+). Moreover, one can freely taylor new ones as
the one of shortest paths with memory. This last semiring
(shortest path with memory) is the crucial part of an application of
the "forgotten algorithm” (subject of a master thesis).

More generally, the formula of powers of the (holographic) transfer
matrix allows to use the powerful (classic) algorithms for
exponentiation and this paves the way towards a new
non-commutative and very efficient (holographic) treatment of
several layers of data.



at (Dy)*

Thank you for your attention !
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